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ABSTRACT Let          be a function of two variables. Let   be an integer and let 

       ∑  
       

 
       , where the sum is taken over a complete set of residue modulo  . The value of        

depends on the estimate of the cardinality     of the following set   {                           where    

and    are the partial derivative of    with respect to   and  . In this paper, we discuss the cardinality,     of the set 

of solutions for congruence equations of some special binary forms. Firstly we need to obtain the p-adic sizes of 

common zeros of the partial derivative polynomials by using Newton polyhedron technique. The polynomial that we 

consider is in the form of                                  . 

 

(Keywords: -adic order, Newton Polyhedron, Indicator diagram, Cardinality) 

 

INTRODUCTION 

 

 

 

In our introduction, let   be a prime. We use the 

notations    to denote the ring of  -adic integers,    is 

the field of  -adic,  ̅  is the closure of    and    is to 

denote the algebraically closed and a complete 

extensions of the field  ̅  respectively. For a rational 

number of  , we denote the  -adic size of    as      , 

we mean the highest power of   dividing  . A Newton 

Polyhedron associated with a polynomial        
∑    

    with the coefficient in    is the lower 

convex hull of the set of point              . It consists 

of faces and edges on and above which lie the point 

             . The Newton Polyhedron technique was 

extended and developed by [1] from the study of 

Koblitz (1977). After that, [2] obtain  -adic orders of 

common zeros of two polynomials in         by 

examining the combination of indicator diagram 

associated with both polynomials obtained from the 

partial derivatives of      .  

 

Estimation of        has been made by [3].Then, [4] 

made the extension of estimation for such exponential 

sums with  is a cubic polynomials with coefficient in 

the ring  . A method of estimating the  -adic order 

sizes has been done by [5] where the polynomials is in 

the form of quintic form. Estimation of  -adic size also 

done by [6] associated with a cubic degree polynomials. 

In the reference [7] the more involved case of degree 

nine polynomials has already been published. By using 

the same method, [8] has done the estimation on the 

cardinality of the set of solutions for the congruence 

equation associated with a cubic form. 

 

In this paper, we will find the cardinality to certain 

degree seven polynomial. In order to determine the 

cardinality, we have to find the  -adic size of zeros of 

the polynomial byusing the Newton polyhedron 

technique and analyzing the combination of the 

indicator diagram. 

 

RESULTS AND DISCUSSION 

 

 -ADIC SIZES OF ZEROS OF A POLYNOMIAL 

In this work, we discuss about the  -adic sizes of 

common zeros of partial derivative polynomials 

associated with a polynomial        of degree seven in 

        of the form                       
       . Then, we will find the cardinality of the 

set of solutions to congruence equation of the 

polynomials. We need the following definitions and 

theorems developed by [1]. 

 

Definition 1 : (Newton Diagram) 

Let        ∑    
   be a polynomial of degree   in 

       . We map the terms         
   of       to 

the point         
   in the three-dimensional 

Euclidean space  . The set of points    is defined as 

the Newton diagram of       . 
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Definition 2 : (Newton Polyhedron) 

Let        ∑    
    be a polynomial of degree   in 

       . We map the terms         
   of        to 

the point         
   in the Euclideanspace  . The 

Newton polyhedron of  is defined to be the lower 

convex hull of the set   of points    ,       . It is 

the highest convex connected surface which passes 

through or below the points in  . If       for some 

      then we take          . 

 

Definition 3 : (Indicator Diagram) 

 

Let           be the normalized upward-pointing 

normals to the faces   of   , of a polynomial        in 

       . We map           to the point         in the 

    plane. If    and    are adjacent faces in   , 

sharing a common edge, we construct the straight line 

joining         and        . If    shares a common 

edges with a vertical face   say        in   , we 

construct the straight line segment joining         and 

the appropriate point at infinity that corresponds to the 

normal  , that is the segment along a line with a slope 

–    . We call the set of lines so obtained the Indicator 

Diagram associated with   .  

Theorem 1 Let p be a prime. Suppose f and g are 

polynomials in       . Let (μ1, μ2) be a point of 

intersection of the Indicator diagrams associated with f 

and g at the vertices or simple points of intersections. 

Then there are   and   in   
  satisfying f      

          and                  .  

From our investigation, we found that the  -adic size of 

the polynomials at any point with the conditions of 

             , that is for               and 

              as in the following theorem : 

Theorem 2 Let                        
        be a polynomial in    with     is a 

prime. Let    ,       {                   and 

        in   
 . If              ,              , 

                  , then there exists       in   
  

such that          ,           and as follows : 

 

           
 

 
         and 

           
 

 
         and 

           
 

 
          or 

           
 

 
         or 

           
 

 
          or 

           
 

 
          or 

           
 

 
       

 

 
      or 

           
 

 
       

 

 
      

or 

           
 

 
       

 

 
      or 

           
 

 
       

 

 
      

or 

           
 

 
          or 

           
 

 
          or 

           
 

 
          or 

           
 

 
          or 

           
 

 
       

 

 
      or 

           
 

 
       

 

 
      

or 

            
 

 
       

 

 
       

           
 

 
       

 

 
       

 

for some            and        . 

 

In order to prove Theorem 2, we need the results from 

the following lemmas that can be proved easily.  

 

Lemma 2.1 Let     be a prime,     and   in    and 

      are the zeros of                   
    . Let  

   
      

      
     ,        

      

      
 

 

i) If              , then                

    
 

 
    

 

 
 ,                 

 

 
 for       

and ; 

 

ii) If      
        , then                

        
 

 
 ,                 

 

 
 for       

 

Throughout the following discussion, we used the 

notations  

   
      

      
    ,      

      

      
                                 (1) 

 

with       are the zeros of               
         and       since      . 

 

Lemma 2.2 Suppose       in   
 . Let     be a 

prime,     and   are coefficients of    and    as in 

Equation (1) in   , 

i) If              , then               

    [√                       ]  

     , 
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ii)   If              , then               

    [√                       ]  

    
  

 
. 

 

Lemma 2.3 Suppose       in   
 and         

  

        
       ,         

       
   

        where    and    as Equation (1). Let 

    be a prime,     and   are the coefficient of    

and    in   . Then, 

 

                            

           
 

 
             

 

 
  

          

 
 

 
[  

 

 
    

   

  
]    

          

 
 

 
[  

 

 
    

  

  
]    

          

 
 

 
[  

 

 
    

   

  
    ] 

          

 
 

 
[  

 

 
    

  

  
    ] 

 

in an exceptional case with       {             

and some      which can be specified explicitly. 

 

Proof. From         
          

    
   and         

          
       , we 

have  

 

      
  

       

     
   ,          

   

              
 

 

Thus 

           
 

 
[             

            ]                                 

and 

                                

                                              

 

From (2) and (3), we will consider two conditions with 

two cases for each conditions as follow: 

 

CONDITION 1:              

In this condition, we will consider two cases. That is, 

CASE I :                √             

   

CASE II 

:                √                

Now, we consider the Case I. Since              , 

    and by Lemmas (2.1) and (2.2), we have, 

 

           
 

 
[    (√               

        )  
 

 
      ]  

Suppose  

min{                √                 

    √               .  It follows that, 

 

           
 

 
    √               

 
 

 
       

 

Since              , we will have : 

           
 

 
          

 

 
      

 
 

 
        

That is,  

           
 

 
             

 

It follows that  

           
 

 
  

where       {            . 

 

From definition of  and   , 

 

                      
 

              
         

 

From Equation (4) 

 

          
            

 

It can be shown that  

                              

 

Hence, from equation (3) we will have  

           
 

 
[          

 

 
    

 

 

             ]  

That is, 

           
 

 
[          

 

 
    

   

  
]          

Therefore, in this case, we have 

 

           
 

 
  

and 

           
 

 
[  

 

 
    

   

  
]      
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Now, we have to consider Case II. That is, 

                √                 

 

Suppose 

min{                √                 

    √               .  It follows that, 

 

           
 

 
    √               

 
 

 
       

 

Since              , we will have : 

           
 

 
          

 

 
      

 
 

 
        

Therefore, 

           
 

 
             

 

It follows that  

           
 

 
  

where       {            . 

 

Let  

    √                               

 

Then, there exist   and   such that, 

                    and 

    √                        with 

               

 

From equation (3) and Lemma (2.1), we have 

                     
 

 
    

 

 

 
 

 
[    √               

        ]  
 

 
       

                     
 

 
    

 

 

 
 

 
    (       )  

 

 
       

                   
 

 
    

 

 
 

 

 
 

 
 

 
          

 

 
       

Thus, 

           
 

 
          

 

 
  

 
 

 
    

   

  
                                        

 

where             . 

 

In this case, we have 

           
 

 
  

and 

           
 

 
[  

 

 
    

   

  
    ] 

 

where       {            . 

 

CONDITION 2:              

In this condition, we will consider two cases. That is, 

CASE III : 

                √                

CASE IV : 

                √                

 

By using similar process as CONDITION 1, we will 

obtain : 

For CASE III,  

           
 

 
  

and 

           
 

 
[  

 

 
    

  

  
] 

For CASE IV,  

           
 

 
  

and 

           
 

 
[  

 

 
    

  

  
    ] 

With       {             and      as asserted. 

 

The following lemma gives explicit estimates of the  -

adic sizes of         and         in      where    

and   as in Lemma (2.3). The proof utilizes the results 

obtained above. 

 

Lemma 2.4 Suppose       in   
 and         

  

        
       ,         

       
   

        where    and    as Equation (1). Let 

    be a prime,         and  in   ,   

    {                   and               

 . If       
 

 
    

     

      
  and 

      
 

 
    

     

      
,  
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then the results will be as follows : 

                            

           
 

 
      

Case I :            
 

 
       or  

            
 

 
         

Case II :           
 

 
       or  

            
 

 
        

Case II :            
 

 
       

 

 
   or  

            
 

 
       

 

 
    

Case IV :       

    
 

 
       

 

 
   

or           
 

 
       

 

 
   

 

for some     . 

 

Proof.  From Lemma (2.3), we have 

           
 

 
  

with       {            . 

 

It follows that 

           
 

 
    

     

      
 

for       
 

Then we have, 

           
 

 
[                        ] 

 

For both conditions, that is               and 

             , we will have as in CASE A as 

follows : 

Case (i) Suppose     {             }        and 

   {              }        or 

   {              }         ,  we have 

           
 

 
       

 

Case (ii) Suppose     {             }          

and    {              }        or 

   {              }         , we obtain 

           
 

 
       

 

From Lemma (2.3), we have 

           
 

 
[    (

     

      
)      

   

  
] 

for        
 

Then we have, 

           
 

 
[                        

     

   

  
]  

 

By using the same argument as in Case A, we have as 

shown below : 

 

           
 

 
                  

 

 
   

     

           
 

 
                   

 

 
   

     

           
 

 
       

 

 
    

           
 

 
       

 

 
    

           
 

 
       

 

 
    

           
 

 
   

    
 

 
    

 

for some      as asserted.  

 

     The following theorem gives the  -adic sizes of 

common zeros of partial derivative polynomials 

associated with a polynomial       in        , in 

terms of the coefficient of its dominant terms.  

 

Proof of Theorem 2. 

 

Proof. Let      and      and   be a constant. Then 

at            , by completing the square, we have 

the following : 

 
                 

       
        

 

 
       

       
      

        
 

 
      

       
 

 

Now let 

        
  

        

        
      

           

 

        
  

        

        
      

           

 

Then, we have 
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Substitution of   and   into above equation, gives the 

following polynomials in      , 

 

                                                       
 

                                                      
 

By using Definition 1 and 2, we will get the 

combination of the indicator diagram associated with 

the Newton polyhedron of (10) and (11), as shown in 

Figure 1. 

 
Figure 1. The indicator diagram of            
             and                          
 

From Figure 1 and by Theorem (1), there exists (     

in   
  such that         ,          and 

        ,          with        
     

      
 and 

       
     

      
  

Let    ̂and    ̂. Thus, there exist   ̂   ̂   ̂  

 ̂   in   
  such that 

 

 ̂  ( ̂   ̂ )
 
   ( ̂   ̂ )

 
( ̂   ̂ ) 

and 

 ̂  ( ̂   ̂ )
 
   ( ̂   ̂ )

 
( ̂   ̂ ) 

 

More specifically, ( ̂   ̂   ̂   ̂ ) are given by  

( ̂   ̂ )  (
   ̂     ̂

     

)

 

 

 

and 

( ̂   ̂ )  
 ̂   ̂

       ( ̂   ̂ )
 

 

with    
      

      
,    

      

      
 and       are the zeros 

of                       , and       

since      . 

 

Thus, from Lemma (2.4), we want to find      ̂ and 

     ̂. Therefore, we will consider 2 cases. 

i)       ̂       ̂  

ii)     ̂       ̂  

 

Considering       ̂       ̂ . 

By the properties of  

    ( ̂   ̂ )     {     ̂      ̂ }  

 

it means that  

    ( ̂   ̂ )     {     ̂      ̂ }     

 

for some     . 

 

i) Suppose          ̂, then 

     ̂     
 

 
      

     ̂  
 

 
         

 

ii) Suppose          ̂ , then 

     ̂     
 

 
      

that is  

     ̂  
 

 
          

 

Considering      ̂       ̂   

i) Suppose      ̂       ̂   , then let 

 ̂                       

 ̂                       

 

Thus 

    ( ̂   ̂ )        
        

                          

 

Let             , we have, 

    ( ̂   ̂ )       
 

 
      

 

That is  

     ̂  
 

 
          

 

In order to find       ̂, we have to consider 2 cases for 

both equations :     ( ̂   ̂ )  
 

 
       or 

    ( ̂   ̂ )  
 

 
       

i)       ̂       ̂  

ii)      ̂       ̂  

 

The first cases is in which      ̂       ̂   

By the same properties of     ( ̂   ̂ )  

   {     ̂      ̂ }, means that  
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    ( ̂   ̂ )     {     ̂      ̂ }     

 

for some       
 

By using the similar method of finding      ̂ and by 

Lemma (2.4), we will have      ̂ are as follows : 

 

i) Suppose          ̂, then 

     ̂  
 

 
          

or 

     ̂  
 

 
          

or 

     ̂  
 

 
          

or 

     ̂  
 

 
          

From all cases that we have considered in Lemma 
(2.4) and suppose    ̂   ̂  and    ̂   ̂ , then 

the results are shown in Table 1 as follows:  

 

           
 

 
         and 

           
 

 
         and 

           
 

 
          or 

           
 

 
          or 

           
 

 
          or 

           
 

 
          or 

           
 

 
       

 

 
      or 

           
 

 
       

 

 
      

or 

           
 

 
       

 

 
      or 

           
 

 
       

 

 
      

or 

           
 

 
          or 

           
 

 
          or 

           
 

 
          or 

           
 

 
          or 

           
 

 
       

 

 
      or 

           
 

 
       

 

 
      

or 

           
 

 
       

 

 
       

           
 

 
       

 

 
       

 

for some            and        . 

 

By back substitution in (12) and (13), we would have 

                 and                 . 

Estimation of           

 

Let   be a prime and        and        are 

polynomials in         and         are common zeros 

of   and  . Let     and       denote the set 

{        
                        

    {                  

   }                        }   By using the 

method of Loxton and Smith (1982), we can show the 

value of           which can be derived from the 

sizes of            and            with       

      for two-variables polynomials as shown by 

[1],[2]. We state the theorem as follows: 

 

Theorem 3.Let   be a prime and               are 

polynomials in          Let    ,             be 

common zeros of   and  , 

                  {                     } 

where                If        , then 

          ∑   (       )
   

     The next theorem will give the estimate of the 

cardinality            associated with a polynomial 

       in          

 

Theorem 4.Let                          
        be a polynomials in         with     

with   is a prime. Suppose     and      
  

      .  Let       {                  , then  

 (        )  {
                                          

                                
 

 

for some        where       {      . 
 

Proof.  Clearly, we have  (       
 )     if    .  

 

Now, suppose    . From Theorem (3), we obtain 

 

 (        )  ∑   (       )

 
 

 

with                  {                     } 

where             . 

 

From Table 1 and by Theorem 2, we are considering 

the minimum value of         ̂   so that we will 

obtain the upper bound of  (        )      that is, 

 

        ̂   
 

 
       

 

 
     

as such  

                    
 

for        where       {      .  
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By a Theorem of Bezout, the number of common zeros 

does not exceed the product of the degrees of    and   .  

 

Therefore,  

 (        )                 

if    for        where       {      . 
 

Thus, by considering all cases, we have  

 

 (        )  {
                                          

                                
 

 

for some        where       {       as asserted. 

 

 

CONCLUSION 

 

This cardinality can be used to find the estimation of 

exponential sums associated with a polynomial of 

degree seven.  
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