A Variational-Fixed Point Iterative technique for the Solution of Second Order Differential Equations

1Adem Kilicman, 2K.R Adeboye, 3Mutah Wadai

1Institute for Mathematical Research, Universiti Putra Malaysia
2Department of Mathematics, Federal University of Technology Minna, Nigeria

ABSTRACT In this paper, we propose a variational-fixed point iteration technique for the solution of second order linear differential equations with two-point boundary value problems. The proposed method is endowed with the Galerkin method for the determination of the starting function. The numerical results show the validity and efficiency of the proposed method in comparison with the exact solution and other existing methods.
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INTRODUCTION

In the rapid development and growth of the sciences, problems mostly occur as linear and nonlinear differential equations. Many scientists are involved in the attempt to come out with methods with better approximations to the solutions of the given problems that are close to analytic solution (Araghi F. M. A., 2011). Many methods have been developed and others are still being developed. Some of these developed methods have their own limitations which have to undergo changes either to shed more light on their behavior or improve on their accuracy (Araghi F. M. A., 2011; He J. H., 2012; Kilicman A., Wadai M., 2016). Few, among many methods developed, are the variational iteration method, the fixed point iteration method, and so on. These methods have been proved by many authors to be one of the mathematical tools for solving linear and nonlinear differential equations (Araghi F. M. A., 2011; Lu J., 2007). Researchers have shown that the variational iteration method is flexible with good convergence property (He J. H., 2000). However, the success of the method depends on the careful choice of the starting function which is usually done by guessing (Daniel T., et al., 2012; Wu G. C., 2013; Kilicman A., Wadai M., 2016; Lu J., 2007). In this study, we propose a Variational-Fixed Point Iterative technique where the starting function is determined by the use of the Galerkin approximation. The presentation of this article is as follows: In Section 2 we present the methodology, Section 3 deals with the numerical results and finally discussion and conclusion are given in the last section.
process (Gerald F. C., 2004). After single iteration of variational iteration method we obtain \( t_1(x) \) which becomes the starting value of the fixed point iterative method; it is simple and easy to manipulate so that the process will be repeated until convergence occurs or the iteration is terminated, and thus

\[
y_{n+1}(x) = (1 - \alpha_n) y_n + \alpha_n T y_n \\
y'_{n+1}(x) = (1 - \alpha_n) y'_n + \alpha_n T y'_n \\
y''_{n+1}(x) = (1 - \alpha_n) y''_n + \alpha_n T y''_n.
\]

**NUMERICAL EXPERIMENTS**

Three experiments are considered to demonstrate our method.

**Experiment 1.** Consider

\[
y'' - y = -2x^2, \quad 0 \leq x \leq 1
\]

subject to the boundary conditions

\[
y(0) = 0, \quad y(1) = 6.
\]

The analytic solution is given by

\[
y_e(x) = 0.626070571e^x - 0.626070571e^{-x} + 2x^2 + 4.
\]

We apply the Galerkin Method to solve the problem. Let

\[
U(x) = 6x + C_1(x - x^2) + C_2(x - x^3).
\]

After differentiating eq (7) twice and then substitute in eq (4) we get

\[
-2C_1 - 6C_2(x) - 6x - C_1(x - x^2) + C_2(x - x^3) = -2x^2.
\]

Let

\[
R(x, C_1, C_2) = -2C_1 - 6C_2(x) - 6x - C_1(x - x^2) + C_2(x - x^3) + 2x^2.
\]

be the residual. Then apply the Galerkin processes as follow

\[
\int_0^1 (x - x^2)(R(x, C_1, C_2)) = 0 \\
\int_0^1 (x - x^3)(R(x, C_1, C_2)) = 0.
\]

Then solving both integral equations to obtain

\[
C_1 = -\frac{54}{473}, \quad C_2 = -\frac{28}{43}.
\]

Substitute eq(10) into eq(7) to get

\[
U(x) = \left(\frac{2476}{473}\right)x + \left(\frac{54}{473}\right)x^2 + \left(\frac{28}{43}\right)x^3.
\]

By evaluating eq(11) at \( x = 0.5 \) we obtain

\[
U(0.5) = 2.727272727.
\]

Now we will apply Variational Iteration Method as follows. Let us construct correctional functional

\[
t_{n+1}(x) = t_n(x) + \lambda \int_0^x t''_n(s) - t_n(s) + 2x^2(s)ds
\]

Let us assume our initial guess

\[
t_0 = Ax + B.
\]

We differentiate eq (14) twice and substitute into eq(13) at \( n = 0, \lambda = (s - x) \) to get

\[
t_1(x) = Ax + B - \frac{1}{2\left((-\lambda x + B) + 2x^2\right)x^2}
\]

By imposing the boundary conditions in eq(15), we obtain \( A = 14/3, B = 0 \). Substitute these values back in eq(15) to get

\[
t_1(x) = \left(\frac{14}{3}\right)x - \frac{1}{2\left((-\frac{14}{3})x + 2x^2\right)x^2}
\]

Then we evaluate eq(16) where \( x = 0.5 \) to get

\[
t_1(0.5) = 2.562500000.
\]

Now we apply the variational-fixed point iteration technique as follows, that is, we use the Galerkin method as our starting values. Let

\[
U(x) = 6x + C_1(x - x^2) + C_2(x - x^3)
\]

where \( C_1 \) and \( C_2 \) are constants to be determine using the Galerkin Method. After differentiating eq(18) twice and then substitute into eq(4) we get

\[
C_1 = -\frac{54}{473}, \quad C_2 = -\frac{28}{43}.
\]

Then substitute eq(19) into eq(18) to get

\[
U(x) = \left(\frac{2476}{473}\right)x + \left(\frac{54}{473}\right)x^2 + \left(\frac{28}{43}\right)x^3
\]

We now apply the variational iteration method using eq (20 ) as a starting value which we will then eventually obtain

\[
t_1(x) = \left(\frac{2476}{473}\right)x + \left(\frac{54}{473}\right)x^2 + \left(\frac{28}{43}\right)x^3 - \frac{1}{2}\left(\frac{108}{473}\right)
\]

then we evaluate eq(21) at \( x = 0.5 \) to get

\[
t_1(0.5) = 2.732954545.
\]

We then apply the new method by using \( t_1(x) \) as starting value as follows. Let

\[
y''_{n+1}(x) = y_n(x) - 2x^2, \quad n = 0, 1, 2, ...
\]
At $n=0$ we have
\[ y''_1(x) = y_0(x) - 2x^2 \] [24]
where
\[ y_0(x) = t_1(x) \] [25]
Substitute eq (25) into eq (24) to get
\[
y'''_1(x) = \left(\frac{2476}{473}\right) x + \left(\frac{54}{473}\right) x^2 + \left(\frac{28}{43}\right) x^3
- \left(\frac{2}{2}\right) x^2 + \left(\frac{92}{473}\right) x^2
- \left(\frac{28}{43}\right) x^3 \] x^2
\] [26]
We integrate eq(26) twice successively to get
\[
y_1(x) = \left(\frac{1238}{1419}\right) x^3 - \left(\frac{1}{6}\right) x^4 + \left(\frac{311}{4730}\right) x^5
+ \frac{1}{129} x^7 - \left(\frac{223}{7095}\right) x^6 + C_1 x
+ C_2
\] [27]
imposing the boundary conditions for eq(27) we obtain
\[
y_1(x) = \left(\frac{1238}{1419}\right) x^3 - \left(\frac{1}{6}\right) x^4 + \left(\frac{311}{4730}\right) x^5
+ \frac{1}{129} x^7 - \left(\frac{223}{7095}\right) x^6
+ \frac{37264}{7095} x
\] [28]
we repeat the process successively up to 7th iteration to obtain
\[
y_7(x) = \left(\frac{311353530883200}{6309005755852800}\right) x^{19} - \left(\frac{233}{5203667472000}\right) x^{18} + \left(\frac{14020012790784000}{154632494016000}\right) x^{17} - \left(\frac{1}{21794572800}\right) x^{16}
- \left(\frac{1}{21794572800}\right) x^{14} + \left(\frac{2329/276129453600000}{1341499/10195549056000}\right) x^{13}
- \left(\frac{119750400}{1097286906513719}\right) x^{11} + \left(\frac{880364256827198000}{10151896102421}\right) x^{9}
+ \left(\frac{1}{6906513719}\right) x^{8} + \left(\frac{2319486410240000}{236692494468380977}ight) x^{7}
- \left(\frac{1}{449516660104512000}\right) x^{6} + \left(\frac{2867729880924000}{449516660104512000}\right) x^{5}
\] [29]
then we evaluate $y_7$ at $x = 0.5$ to get
\[ y_7(0.5) = 2.726362232 \] [30]
**Experiment 2.** Consider the problem
\[ y'' - y = -2x; 0 \leq x \leq 1 \] [31]
subject to the boundary conditions
\[ y(0) = 0, y(1) = 3. \] [32]
The analytic solution is given by
\[ y_6(x) = e^{(e^{x} - e^{-x})} + 2x. \] [33]
We apply the Galerkin method to solve the problem. Let
\[ U(x) = 3x + C_1 (x - x^2) + C_2 (x - x^3) \] [34]
after differentiating eq(34) twice and then substitute in eq (31) we get
\[ -2C_1 - 6C_2 (x) - 3x - C_1 (x - x^2) - C_2 (x - x^3) = -2x \] [35]
and let
\[ R(x, C_1, C_2) = -2C_1 - 6C_2 (x) - x - C_1 (x - x^2) - C_2 (x - x^3) \] [36]
be the residual. Then by applying Galerkin processes as follow
\[ \int_0^1 (x - x^2) R(x, C_1, C_2) \, dx = 0 \]
\[ \int_0^1 (x - x^2) (R(x, C_1, C_2)) \, dx = 0. \]
Then solving both integral equations to obtain
\[ C_1 = \frac{8}{473}, C_2 = -\frac{7}{43} \] [37]
Substitute eq(37) into eq(34) to get
\[ U(x) = \left(\frac{1350}{473}\right) x - \left(\frac{8}{473}\right) x + \left(\frac{7}{43}\right) x^3. \] [38]
Then we evaluate eq(38) at $x = 0.5$ to get
\[ U(0.5) = 1.443181818. \] [39]
Now we will apply Variational Iteration Method as follows.
Let us construct correctional functional
\[ t_{n+1}(x) = t_n(x) + \lambda \int_0^x \left( t''_n(s) - t_n(s) + 2x(s) \right) \, ds. \] [40]
Let assume our initial guess
\[ t_0(x) = Ax + B \] [41]
we differentiate eq(41) twice and substitute to eq (40) when $n = 0, \lambda = (s - x)$ to get
\[ t_1(x) = Ax + B - 1/2 (-Ax + B) + 2x \] [42]
Imposing the boundary conditions in eq(42), we obtain
\[ A = 8/3, B = 0. \] Substitute these values back in eq(42) to get
\[ t_1(x) = Ax + B = \frac{8}{3} x + 0. \]
\[ t_1(x) = \left(\frac{8}{3}\right) x + \left(\frac{1}{3}\right) x^3. \]  \hspace{1cm} [43]

Then we evaluate eq(43) where \( x = 0.5 \) to get

\[ t_1(0.5) = 1.37500000. \]  \hspace{1cm} [44]

Now we apply the variational fixed point iteration method as follows. We use the Galerkin method as our starting values instead of guessing as follows. Let

\[ U(x) = 3x + C_1(x - x^2) + C_2(x - x^3) \]  \hspace{1cm} [45]

where \( C_1 \) and \( C_2 \) are constants to be determine using Galerkin Method. After differentiating eq (45) twice and then substitute in eq(31) we get

\[ C_1 = \frac{8}{473}, \quad C_2 = -\frac{7}{43}. \]  \hspace{1cm} [46]

Substitute eq(46) into eq(45) to get

\[ U(x) = \left(\frac{1350}{473}\right) x - \left(\frac{8}{473}\right) x + \left(\frac{7}{43}\right) x^3 \]  \hspace{1cm} [47]

We now apply the variational iteration method using eq(43) as a starting value we eventually obtain

\[ t_1(x) = \left(\frac{1350}{473}\right) x - \left(\frac{8}{473}\right) x + \left(\frac{7}{43}\right) x^3 - \left(1/2\right)\left(-\frac{16}{473} + \left(\frac{58}{473}\right) x + \left(\frac{8}{473}\right) x^2 - \left(\frac{7}{43}\right) x^3\right)^2 \]  \hspace{1cm} [48]

We evaluate eq(48) at \( x = 0.5 \) to get

\[ t_1(0.5) = 1.441761363. \]  \hspace{1cm} [49]

We then apply the new method by using \( t_1(x) \) as starting value as follows. Let

\[ y''_{n+1} = y_n(x) - 2x, \quad n = 0, 1, 2, \ldots \]  \hspace{1cm} [50]

At \( n = 0 \) we have

\[ y''_{n+1} = y_0(x) - 2x \]  \hspace{1cm} [51]

where

\[ y_0(x) = t_1(x). \]  \hspace{1cm} [52]

Substitute eq(52) into eq(51) to get

\[ t_1(x) = \left(\frac{404}{473}\right) x - \left(\frac{8}{473}\right) x + \left(\frac{7}{43}\right) x^3 - \left(\frac{1}{2}\right)\left(\frac{16}{473} + \left(\frac{58}{473}\right) x + \left(\frac{8}{473}\right) x^2 - \left(\frac{7}{43}\right) x^3\right)^2 \]  \hspace{1cm} [53]

We integrate eq(53) twice successively to get

\[ y_1(x) = \left(\frac{202}{141}\right) x^3 + \left(\frac{12}{2365}\right) x^5 + \left(\frac{1}{516}\right) x^7 - \left(\frac{2}{7095}\right) x^6 + C_3 x + C_2 \]  \hspace{1cm} [54]

And imposing the boundary conditions for eq(54) we obtain

\[ y_1(x) = \left(\frac{202}{141}\right) x^3 + \left(\frac{12}{2365}\right) x^5 + \left(\frac{1}{516}\right) x^7 - \left(\frac{2}{7095}\right) x^6 + \left(\frac{80909}{28380}\right) x \]  \hspace{1cm} [55]

We repeat the process successively up to 3rd iteration to obtain

\[ y_3(x) = \left(\frac{1}{371}\right) x^9 - \left(\frac{1}{12960}\right) x^8 + \left(\frac{2}{1655}\right) x^7 + \left(\frac{101}{14190}\right) x^5 + \left(\frac{24149}{170280}\right) x^3 + \left(\frac{20155639}{2860704}\right) x \]  \hspace{1cm} [56]

Then we evaluate \( y_3 \) at \( x = 0.5 \) to get

\[ y_3(0.5) = 1.443410956 \]  \hspace{1cm} [57]

**Experiment 3.** Consider the problem

\[ y'' - y' = -4x; \quad 0 \leq x \leq 1 \]  \hspace{1cm} [58]

subjects to the boundary conditions

\[ y(0) = 0, \quad y(1) = 3. \]  \hspace{1cm} [59]

The analytic solution is given by

\[ y(x) = 1.745930121 - 1.745930121e^x + 4x + 2x^2. \]  \hspace{1cm} [60]

We apply the Galerkin method to solve the problem. Let

\[ U(x) = 3x + C_1(x - x^2) + C_2(x - x^3). \]  \hspace{1cm} [61]

After differentiating eq(61) twice and substituting into eq(58) we get

\[ -2C_1 - 6C_2x - 3 - C_1(1 - 2x) - C_2(1 - 3x^2) = -4x \]  \hspace{1cm} [62]

Let

\[ R(x, C_1, C_2) = -2C_1 - 6C_2(x) - 3 - C_1(1 - 2x) - C_2(1 - 3x^2) + 4x \]  \hspace{1cm} [63]

be the residual. Then by applying the Galerkin processes as follow

\[
\begin{align*}
\int_0^1 (x - x^2) R(x, C_1, C_2) & = 0 \\
\int_0^1 (x - x^3) R(x, C_1, C_2) & = 0
\end{align*}
\]
and solving both integral equations, we obtain
\[ C_1 = -\frac{77}{61}, \quad C_2 = \frac{30}{61}. \]  
[64]

Substitute eq(64) into eq(61) to get
\[ U(x) = \left(\frac{136}{61}\right)x - \left(\frac{77}{61}\right)x^2 + \left(\frac{30}{61}\right)x^3 \]  
[65]

Then evaluate eq(65) at \( x = 0.5 \) to get
\[ U(0.5) = 1.368852458 \]  
[66]

Now, we apply the Variational Iteration Method as follows. We construct the correctional functional as
\[ t_{n+1}(x) = t_n(x) + \lambda \int_0^x (t''_n(s) - t'_n(s) + 2x(s))ds. \]  
[67]

Assume our initial guess to be
\[ t_0(x) = Ax + B \]  
[68]

By differentiating eq(68) twice and substituting into eq(67) at \( n = 0, \lambda = (s - x) \) we get
\[ t_1(x) = Ax + B - \left(\frac{1}{2}\right)(-A + 2x)x^2 \]  
[69]

Imposing the boundary conditions in eq(69), we obtain
\[ A = \frac{8}{3}, B = 0. \]  

Substitute these values back in eq(69) to get
\[ t_1(x) = \left(\frac{6}{61}\right)x - \left(\frac{1}{2}\right)(\frac{8}{3} + 2x)x^2 \]  
[70]

Then, we evaluate eq(70) where \( x = 0.5 \) to get
\[ t_1(0.5) = 1.541666666 \]  
[71]

Now, we apply the variational-fixed point iteration technique as follows. By using the Galerkin Method as our starting value, let
\[ U(x) = 3x + C_1(x - x^2) + C_2(x - x^3) \]  
[72]

where \( C_1 \) and \( C_2 \) are constants to be determined using the Galerkin method. After differentiating eq(72) twice and then substitute into eq(58) we get
\[ C_1 = -\frac{77}{61}, \quad C_2 = \frac{30}{61}. \]  
[73]

Then substitute eq(73) into eq(72) to get
\[ U(x) = \left(\frac{136}{61}\right)x - (77/61)x^2 + (30/61)x^3 \]  
[74]

Now, apply the variational iteration method using eq [74] as a starting value to obtain
\[ t_1(x) = (136/61)x + (77/61)x^2 - (30/61)x^3 - \left(\frac{1}{2}\right)\left(\frac{18}{61} - \frac{90}{61}\right)x^2 \]  
[75]

Then evaluating eq(75) at \( x = 0.5 \) we get
\[ t_1(0.5) = 1.378073769. \]  
[76]

We then apply the new method by using \( t_1(x) \) as starting value as follows. Let \( y''_{n+1} = y''_n - 2x, n = 0, 1, 2, \ldots \)  
[77]

At \( n = 0 \) we have
\[ y''_1(x) = y'_0(x) - 2x \]  
[78]

where
\[ y_0(x) = t_1(x) \]  
[79]

We differentiate eq(79) once and substitute it into eq [78] to get
\[ y''_1(x) = (136/61) - (90/61)x - (90/61)x^2 - \left(\frac{1}{2}\right)\left(-\frac{90}{61}\right)x^2 \]  
[80]

We integrate eq(80) twice successively to get
\[ y_1(x) = \frac{68}{61}x^2 - \frac{16}{61}x^3 + \left(\frac{15}{244}\right)x^4 - \frac{9}{61}x^5 + \]  
\[ C_1x + C_2 \]  
[81]

Imposing the boundary conditions for eq(81) we obtain
\[ y_1(x) = \frac{68}{61}x^2 - \frac{16}{61}x^3 + \left(\frac{15}{244}\right)x^4 - \frac{9}{61}x^5 + \]  
\[ \frac{552}{244}x. \]  
[82]

We repeat the process successively up to 11th iteration to obtain
\[ y_{11}(x) = -\frac{1}{270547200}\left(\frac{49239590.40}{19}\right)x^{14} + \frac{1}{22545600}\left(\frac{1}{59639}\right)x^{13} - \]  
\[ \frac{1}{393152}\left(\frac{1}{137731200}\right)x^{12} - \frac{1}{4294153}\left(\frac{1}{2514200}\right)x^{11} - \frac{1}{6493132800}\left(\frac{1}{695692800}\right)x^{10} - \]  
\[ \frac{1}{1997810596051}\left(\frac{886312627200}{1997810596051}\right)x. \]  
[83]

Then we evaluate \( y_{11} \) at \( x = 0.5 \) to get
\[ y_{11}(0.5) = 1.367377991. \]  
[84]
RESULTS AND DISCUSSION

The results obtained from the experiments are tabulated with graphs as shown below. In the numerical experiments, accuracy, speed and the convergence of the method are of great importance. Accuracy measures the degree of closeness of the numerical solution of the theoretical solution while convergence is to measure the closeness of approach of successive iteration to the exact solution as the number of iteration increases.

Table 1, Table 2 and Table 3 showed the exact solution, the Galerkin method, the variational iteration method and the variational-fixed point iterative technique. These are compared and it is clear that the variational-fixed point iterative technique converges to the exact solution nicely, which indicate high convergence rate.

Table 1 shows the comparison with the Galerkin method, variational iteration method as well as variational-fixed point iteration technique. It is to be noted that only at the 5th iteration result was used in evaluating the approximate solution which converges sharply to the exact solution.

Table 2 shows the exact solution, the Galerkin method, variational iteration method and the variational-fixed point iteration method. It is to be noted that only 3rd iteration result was used which indicates a high order of convergence to the exact solution when compared.

<table>
<thead>
<tr>
<th>x</th>
<th>y_e(x)</th>
<th>y_g(x)</th>
<th>y_v(x)</th>
<th>y_n(x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.526073237</td>
<td>0.5252600422</td>
<td>0.5246912050</td>
<td>0.5260732366</td>
</tr>
<tr>
<td>0.2</td>
<td>1.057178080</td>
<td>1.056710359</td>
<td>1.056050063</td>
<td>1.057178079</td>
</tr>
<tr>
<td>0.3</td>
<td>1.59829506</td>
<td>1.598257927</td>
<td>1.599060506</td>
<td>1.598029506</td>
</tr>
<tr>
<td>0.4</td>
<td>2.153039702</td>
<td>2.153809726</td>
<td>2.15724863</td>
<td>2.153039702</td>
</tr>
<tr>
<td>0.5</td>
<td>2.726362233</td>
<td>2.727272727</td>
<td>2.732954545</td>
<td>2.726362232</td>
</tr>
<tr>
<td>0.6</td>
<td>3.321933599</td>
<td>3.322553912</td>
<td>3.327960762</td>
<td>3.321933599</td>
</tr>
<tr>
<td>0.7</td>
<td>3.943512647</td>
<td>3.943560253</td>
<td>3.943645200</td>
<td>3.943512648</td>
</tr>
<tr>
<td>0.8</td>
<td>4.594718182</td>
<td>4.594198732</td>
<td>4.581490740</td>
<td>4.594718182</td>
</tr>
<tr>
<td>0.9</td>
<td>5.279065186</td>
<td>5.278376321</td>
<td>5.243546273</td>
<td>5.279065186</td>
</tr>
<tr>
<td>1.0</td>
<td>5.999999999</td>
<td>6.000000000</td>
<td>5.932346723</td>
<td>6.000000000</td>
</tr>
</tbody>
</table>

Table 2 shows the exact solution, the Galerkin method, variational iteration method and the variational-fixed point iteration method. It is to be noted that only 3rd iteration result was used which indicates a high order of convergence to the exact solution when compared.

Note: ye(x) is the exact solution, y_g(x) is the Galerkin method and y_v(x) is the variational iteration method y_n(x) is the new method; Table 1: Experiment 1, Table 2: Experiment 2, and Table 3: Experiment 3
Table 3. Experiment 3

<table>
<thead>
<tr>
<th>x</th>
<th>$y_e(x)$</th>
<th>$y_g(x)$</th>
<th>$y_{v1}(x)$</th>
<th>$y_{v2}(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.2363789260</td>
<td>0.2350819672</td>
<td>0.2342704918</td>
<td>0.2363789261</td>
</tr>
<tr>
<td>0.2</td>
<td>0.4934462560</td>
<td>0.4924590164</td>
<td>0.4912786885</td>
<td>0.4934462549</td>
</tr>
<tr>
<td>0.3</td>
<td>0.7691709690</td>
<td>0.7691803279</td>
<td>0.7698442623</td>
<td>0.7691709685</td>
</tr>
<tr>
<td>0.4</td>
<td>1.0613084446</td>
<td>1.0622950820</td>
<td>1.0670163933</td>
<td>1.0613084444</td>
</tr>
<tr>
<td>0.5</td>
<td>1.3673779933</td>
<td>1.3685245825</td>
<td>1.3780737690</td>
<td>1.3673779911</td>
</tr>
<tr>
<td>0.6</td>
<td>1.6846380242</td>
<td>1.6859016403</td>
<td>1.6965245912</td>
<td>1.6846380222</td>
</tr>
<tr>
<td>0.7</td>
<td>2.0100586144</td>
<td>2.0104918030</td>
<td>2.0140655571</td>
<td>2.0100586120</td>
</tr>
<tr>
<td>0.8</td>
<td>2.3402911799</td>
<td>2.3396721314</td>
<td>2.3207868855</td>
<td>2.3402911789</td>
</tr>
<tr>
<td>0.9</td>
<td>2.6716349642</td>
<td>2.6704918030</td>
<td>2.6047622950</td>
<td>2.6716349644</td>
</tr>
<tr>
<td>1.0</td>
<td>3.0000000000</td>
<td>3.0000000000</td>
<td>2.8524590163</td>
<td>3.0000000000</td>
</tr>
</tbody>
</table>

Table 3 shows the exact solution, the Galerkin method, variational iteration method and the variational-fixed point iteration technique. It is also noted that only 11th iteration result was used in evaluating the approximate solution, which indicates a super convergence when compared with the exact solution.

**CONCLUSION**

From the experiments above, as the iteration increases, the error decreases and the rate of convergence of the proposed method increases, and it is also observed that the variational-fixed point iterative technique converges sharply to the exact solution which leads to super convergence. We conclude that the variational-fixed point iterative technique is a very strong and efficient technique for finding the approximate solution of second order linear boundary value problems because it has been proved to have an upper hand over the existing method. Thus we can conclude that the convergence of present method is faster than those in the literature.

---

**Figure 1.** Experiment 1

**Figure 2.** Experiment 2

**Figure 3.** Experiment 3
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